Integrating Resource Consumption and Allocation for Infrastructure Resources on-Demand

Ying Zhang, Gang Huang*, Xuanzhe Liu, and Hong Mei

Key Laboratory of High Confidence Software Technologies, Ministry of Education
Institute of Software, School of Electronics Engineering and Computer Science, Peking University
{zhangying06, huanggang, liuxzh}@sei.pku.edu.cn meih@pku.edu.cn

Abstract—Infrastructure resources on-demand requires resource provision (e.g., CPU and memory) to be both sufficient and necessary, which is the most important issue and a challenge in Cloud Computing. Platform as a service (PaaS) encapsulates a layer of software that includes middleware, and even development environment, and provides them as a service for building and deploying cloud applications. In PaaS, the issue of on-demand infrastructure resource management becomes more challenging due to the thousands of cloud applications that share and compete for resources simultaneously. The fundamental solution is to integrate and coordinate the resource consumption and allocation management of a cloud application. The difficulties of such a solution in PaaS are essentially how to maximize the resource utilization of an application, and how to allocate resources to guarantee adequate resource provision for the system. In this paper, we propose an approach to managing infrastructure resources in PaaS by leveraging two adaptive control loops: the resource consumption optimization loop and the resource allocation loop. The optimization loop improves the resource utilization of a cloud application via management functions provided by the corresponding middleware layers of PaaS. The allocation loop provides or reclaims appropriate amounts of resources to/from the application system while guaranteeing its performance. The two loops are integrated to run consecutively and repeatedly to provide infrastructure resources on-demand by first trying to improve resource utilization, and then allocating more resources when necessary. We implement a framework, SmartRod, to investigate our approach. The experiment on SmartRod proves its effectiveness on infrastructure resource management.

I. INTRODUCTION

Platform as a service (PaaS) [1] such as Google App Engine [2] is emerging as a new paradigm of Cloud Computing for delivering a computing platform and solution stack as a service, which facilitates the building and deploying of cloud applications. In a cloud platform that belongs to the PaaS category, there often exist thousands of cloud applications built by different developers. These applications run simultaneously, and share and compete for infrastructure resources such as CPU and memory. Therefore, managing infrastructure resources is very important in PaaS, and the ways of acquiring and providing resources should be on-demand. Resources on-demand has a double meaning to PaaS providers [6]: (1) sufficient, the resources provided are sufficient to support the running of a cloud application; (2) necessary, the platform should not provide excessive resources to an application. Just enough resource provision can help avoid wasting resources and help save money for PaaS users (e.g., cloud application developers or owners), which is the key to the success of the pay-as-you-go nature of cloud service offerings. Additionally, although a cloud platform gives users a feeling of unlimited infrastructure resources, the resources, however, are limited. To maximize the use of the limited resources and to enable the elastic nature of Cloud Computing, a PaaS platform has to allocate resources to different applications in a time-division-multiplexed way, which after all, is to manage infrastructure resources on-demand.

Generally speaking, there are two different ways to manage infrastructure resources [7]: (1) with a given amount of resources, adjusting the configurations of an application system to improve its resource utilization (i.e., improve the system performance, because performance is the primary indicator of resource utilization); (2) providing or reclaiming appropriate amounts of resources to/from a system to satisfy its special requirements or guarantee its performance, while leaving the system configurations unchanged. The former is resource consumption management and the latter is resource allocation management [8]. In PaaS, on-demand infrastructure resource management requires resource provision to be both sufficient and necessary, and thus should integrate the above two management practices together. On the one hand, to guarantee sufficient resource provision for a cloud application, only adjusting the system configurations is not enough. An application usually cannot support various workloads under a fixed amount of resources due to its limited capability of optimizing resource utilization. Therefore, when the workload is high and the configuration-adjusting becomes inefficient, more resources should be allocated. On the other hand, resource allocation should avoid allocating excessive resources. There are two types of excessive resources: idle and wasted. The idle resources are brought by the static models of resource allocation. For instance, to cope with the unexpected peak workloads, a considerable amount of resources is allocated to an application once at the very start and remains unchanged even when the occurrence of peak workloads is rare. The wasted resources are due to the non-optimal system configurations that lead to low resource utilization. If utilization is maximized by adapting configurations to the system performance and workloads, a lot of resources will be saved. Therefore, resource allocation should be dynamic and should consider optimizing system configurations together.

There are several challenges in taking advantage of both the above two management practices in PaaS. First, the methods of resource consumption management will be many due to the large number of different cloud applications coexisting in PaaS. If adopting a specific method for managing the resource consumption of an individual application on a case by case basis, the whole management cost will be huge and even unacceptable. Thus a unified way of resource consumption
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management should be found to manage applications by categories or at a specific layer in the provided software solution stacks of PaaS. Second, the dynamic resource providing and reclaiming of the resource allocation management should be done at the right time to a proper extent, and should consider the features of a cloud application itself. For instance, if memory is more critical to an application than other types of resources, it should be satisfied first when allocating resources. Third, the time to integrate the execution of the resource consumption and allocation management, and the execution frequency of each management should be adjusted dynamically according to the workload and available resources. If the adjusting is done manually, it will be time-consuming and difficult. Thus an automatic and adaptive manner is desirable to integrate these two management practices to guarantee resources on-demand in PaaS.

The nature of PaaS, however, provides possibilities to address the challenges described above. First, the middleware layers in a PaaS platform provide a convenient place for improving the resource utilization and performance of the hosted cloud applications. As we know, PaaS facilitates the building and deploying of cloud applications by delivering a computing platform and software solution stack as a service, which includes middleware (e.g., Tomcat [18], JBoss [19], and JOnAS [20]), programming APIs or SDKs (Software Development Kit) [2], and even development environment. PaaS users (e.g., cloud application developers) build their applications using these APIs or SDKs, and deploy the applications on the provided middleware layers. Considering that (1) adjusting the configurations of an individual application is complex and laborious; (2) an application uses middleware to support its functions and control the performance; and (3) it is a common practice that applications belonging to different owners occupy middleware instances or layers exclusively [14], therefore it is possible to adjust the configurations of middleware to improve the performance and resource utilization of the hosted cloud applications. Second, most middleware have already provided many management functions for adjusting configurations. For instance, Tomcat, JBoss, and JOnAS can all be managed remotely via JMX [21], and they all provide similar management functions such as increasing the size of threadpool and monitoring the number of current requests. If these functions are used properly, the system can be optimized without any source code modification or AOP-like instrumentation. Third, virtual machines (VMs, e.g., Xen [22], VMware [23], VirtualBox [24]) and virtual appliances [1] have become the main container for running cloud applications. Resource providing and reclaiming can be achieved through adjusting the resources held by a VM, thus facilitating the dynamic resource allocation management.

We can see that in PaaS, the fundamental solution to the issue of on-demand infrastructure resource management is to integrate and coordinate the resource consumption and allocation management of a cloud application. The difficulties of such a solution are essentially how to maximize the resource utilization of an application, and how to allocate resources to guarantee adequate resource provision for the system. In this paper, we use the adaptive control loop proposed in autonomic computing [9] to address this issue, because such a loop can simulate the iterative process of resource management, and can be driven automatically by policies [9]. Two adaptive control loops are introduced in our approach: the resource consumption optimization loop and the resource allocation loop. The optimization loop tries to improve the resource utilization and performance of a cloud application via management functions provided by the corresponding middleware layers of PaaS. The allocation loop provides or reclaims appropriate amounts of resources to/from the corresponding VM when the execution of the optimization loop becomes unfavorable (e.g., middleware-adjusting is inefficient for optimizing system performance). The two loops are scheduled to run consecutively and repeatedly. Given a cloud application, the optimization loop is executed repeatedly to improve resource utilization and performance until it becomes inefficient. It then requests the allocation loop to provide an appropriate amount of additional resources to the application. After that, the optimization loop is in charge of the resource management process again. If there has been a long time since the last resource-provision request arrived, the allocation loop will try to reclaim an appropriate amount of resources from the given application for conserving resources. The execution of these two loops is integrated and coordinated based on the performance of the application system, the available resources, and the SLA (Service Level Agreement) signed between the application owner and the PaaS provider. We implement a framework, SmartRod, to investigate our approach. The optimization module of SmartRod provides a collection of abstract management functions that includes two types: monitoring and adjusting. These abstract functions can be mapped to the specific management functions of a middleware. Administrators can set performance targets of a cloud application system using the monitoring type of abstract functions. If the targets cannot be met, this module will select suitable adjusting type of abstract functions and execute their corresponding mapped functions. Thus this module can adapt to different middleware and applications, and unify optimization solutions. The allocation module of SmartRod uses the same abstraction and mapping principles to handle resource allocation to different kinds of VMs. SmartRod coordinates the execution of these two modules to guarantee infrastructure resources on-demand. The experiment on SmartRod proves its effectiveness.

The rest of this paper is organized as follows: Section II presents an example to show the importance and necessity of on-demand infrastructure resource management. Section III and IV describes our approach and implementation. Section V reports an experiment of our approach. Section VI compares our work with related efforts. Section VII concludes this paper.

II. Example

We set up a simulated PaaS environment and do an experiment to illustrate the importance and necessity of on-demand infrastructure resource management in PaaS. The cloud application used is a JEE benchmark application from the Web Performance Inc. [17], which executes the typical transactions of e-business operations (e.g., products browsing and ordering). We use Tomcat as the container of this application, and use LoadRunner [25] as the test driver. Tomcat has a configuration item called maxThreads, which limits the maximum number of threads used to process requests. The coming requests will be refused if their number exceeds the value of maxThreads. Therefore, if possible, increase maxThreads for improving resource utilization and system performance when there are a large number of waiting requests. LoadRunner has an adjustable parameter called Vuser, which
determines the requests generation rate. Tomcat and the benchmark are running on a Xen VM, and LoadRunner is running on another Xen VM. The OS of both VMs is Ubuntu 9.10 server edition. The hardware configurations of the physical machines holding these VMs are CPU: Intel® Core™ Duo 2.66GHZ and Memory: 4GB.

We want to see how the performance (e.g., throughput and response time) of the benchmark is affected by the available resources and the configurations of Tomcat. Therefore, we have done the following tests:

- Test 1: allocate 256M memory to the VM hosting the benchmark; and set maxThreads of Tomcat to be 75.
- Test 2: allocate 256M memory to the VM hosting the benchmark; and set maxThreads of Tomcat to be 150.
- Test 3: allocate 384M memory to the VM hosting the benchmark; and set maxThreads of Tomcat to be 75.
- Test 4: allocate 384M memory to the VM hosting the benchmark; and set maxThreads of Tomcat to be 150.
- Test 5: with 320M memory allocated to the VM and 300 maxThreads set in Tomcat.

As the benchmark we used is memory intensive, we allocate different amounts of memory in the tests, and fix the maximum CPU usage to be one CPU core of the dual core CPU. The workload generated is 300 Vusers, which increases from 0 to 300 with the rate of starting 20 Vusers every 10 seconds. Each Vuser is expected to perform a specific transaction of the benchmark application 10 times, and all the Vusers are scheduled to run 5 minutes. The testing results are presented in Figure 1 and 2.

We can see from Figure 1 that the curve of Test 4 almost always covers the curve of Test 1, which means that the throughput measured in Test 4 is larger than that in Test 1. The curves of Test 2 and Test 3 are intertwined, and they are usually sandwiched between the curves of Test 1 and Test 4, which denotes that 1) adjusting the configurations of middleware or allocating more resources to the whole system will improve the performance; 2) if configuration-adjusting and resource-allocation work together coordinately, the performance obtained will be better than that obtained by just doing one of them alone. The average throughput from Test 1 to 4 are: 1977KB/s, 2696KB/s, 3021KB/s, and 3568KB/s, which further support our view of resource management. In addition, response time of the benchmark application is also measured in our tests (see Figure 2). We can observe similar variations of curves in Figure 2 as that in Figure 1. The average response time from Test 1 to 4 are: 30.24s, 24.16s, 23.58s, and 20.32s, which also support our resource-management view.

In the above tests, configuration-adjusting and resource-allocation are done at the very start manually and statically. Although such ways of resource management can improve the system performance to some extent, they may not fully exploit the system’s capability of optimizing resource utilization, and thus may usually lead to a waste of resources. For instance, we have done an additional test: Test 5, with 320M memory allocated to the VM and 300 maxThreads set in Tomcat. The variations of the throughput curve and the response time curve obtained in Test 5 are similar to the corresponding curves of Test 4, and each curve is intertwined with its counterpart. The average throughput of Test 5 is 3426KB/s, and the average response time is 21.24s. We can see in Test 5 that the system performance gets quite close to that in Test 4, but consuming memory 64M less than that in Test 4. The additional test tells that: 1) the resource utilization of Test 4 is not fully exploited, which leads to excessive memory allocation; 2) if possible, we can and should adjust the system configuration dynamically to improve its resource utilization and allocate resources adaptively to guarantee performance.

On-demand infrastructure resource management requires resource provision to be just enough while guaranteeing the system performance according to the SLA. When managing infrastructure resources on-demand in PaaS, a problem is: how to optimize system configurations dynamically and adaptively, and provide resources adequately? To solve this problem, we present our approach and the SmartRod framework step by step in the following sections.

III. THE INTEGRATED CONTROL LOOP-BASED APPROACH

In PaaS, infrastructure resources should be managed on-demand. Our approach uses the adaptive control loop proposed in IBM’s autonomic computing white paper [9] to address this issue, because such a loop can simulate the iterative process of resource management, and can be driven automatically by policies [9]. A control loop contains four parts: (1) monitor, which collects data (e.g., performance indicators) from the managed system; (2) analyze, which processes and analyzes the collected data based on some given policies or guides to determine if a change (e.g., configuration-adjusting or additional resource-provision) is necessary; (3) plan, which makes a proper plan for changing; (4) execute, which puts the planned changes into practice. Our approach leverages two adaptive control loops: the resource consumption optimization loop and the resource allocation loop. The optimization loop tries to improve a cloud application’s resource utilization and performance by executing the management functions of the corresponding middleware that hosts the application (see Section III-A). The allocation loop provides or reclaims appropriate amounts of resources to/from the corresponding VM when the execution of the optimization loop becomes unfavorable (e.g., middleware-adjusting is inefficient for optimizing system performance) (see Section III-B). The two loops are integrated to run consecutively and repeatedly to guarantee infrastructure resources on-demand by first trying to
improve resource utilization, and then allocating more resources when necessary (see Figure 3 and Section III-C).

![Figure 3. The Integration of the optimization and allocation loops for on-demand infrastructure resource management](image)

### A. The Resource Consumption Optimization Loop

As described in previous sections, there are usually thousands of different applications coexisting in PaaS, thus optimizing resource consumption individually per application is costly and impractical. Fortunately, as it is a common practice in PaaS that a specific type of cloud application is deployed on a specific type of middleware, and the applications belonging to different owners often occupy middleware instances or layers exclusively, therefore resource consumption optimization in our approach is targeted at the middleware layers of PaaS. Additionally, a middleware usually provides many management functions, which can be used to monitor and adjust the performance and resource utilization of the hosted application. Thus optimizing resource consumption in the middleware layers makes our approach much more general and practical.

The goal of resource consumption optimization of a cloud application system is to improve its resource utilization while conserving resources. That is to say, improve the system performance under a given amount of resources, because performance is the primary indicator of resource utilization. Thus the optimization loop proposed in our approach is to improve the performance of a cloud application system.

The general process of performance optimization is: first, define performance-improvement goals; then select appropriate optimization scheme; and finally perform the corresponding optimization actions. As the execution of the process will consume resources (e.g., CPU or memory) more or less, thus may lead to resource competition with the normal business operations [8]. To minimize such side-effects and to simplify the process, the most commonly used way of optimization follows the “IF condition THEN action” form. In our approach, this form becomes “IF performance is unsatisfactory THEN adjusting middleware configurations”. However, the performance indicators (e.g., throughput and response time) of a cloud application are unrelated to the system’s business operations, which usually cannot be obtained directly from the application. Thus our approach uses the monitoring-type of management functions provided by the corresponding middleware to infer these performance values. For instance, Tomcat has provided two management items called threadBusy and threadCount respectively. If threadBusy is greater than 85% of threadCount, it usually denotes that the current workload of the hosted application is very heavy. If the situation continues, the system performance will be greatly diminished. For another instance, JBoss has provided a management item called QueueSize. If the value is high (e.g., greater than 100), it denotes that the application hosted on JBoss is under heavy workload. Similarly, if this situation continues, the system will exhibit poor performance. In addition to provide such monitoring-type of management functions, a middleware also provides adjusting-type of management functions for optimizing system performance. For instance, Tomcat provides a management item called maxThreads, which limits the maximum number of threads used to process requests. If threadCount approaches to maxThreads, and meanwhile threadBusy is high, then maxThreads should be increased appropriately to prevent Tomcat from refusing coming requests. Therefore, as long as these monitoring and adjusting types of management functions are leveraged properly, the basis of the “IF-THEN” optimization process will be easily implemented.

As described above, the optimization loop proposed in our approach is to improve system performance under a given amount of infrastructure resources. In this loop, the monitor part (see Figure 3) is implemented using the monitoring type of management functions provided by a middleware. For instance, the monitor part can include monitoring functions such as threadCount, threadBusy, requestCount, errorCount, and maxThreads provided by Tomcat. The analyze part is implemented by setting and checking the relationships between these monitoring functions or between these functions and preset thresholds. It then uses the relationships as system performance metrics. For instance, this part can check the following three relationships: threadCount is less than 85% of threadBusy, errorCount is less than 30% of requestCount, and threadCount is less than 95% of maxThreads. If one of these relationships becomes false, it usually denotes that the current system performance is unsatisfactory, so that optimization actions need to be taken. Thus we can see that the monitor and analyze parts in the loop are combined to form the “IF performance is unsatisfactory” phase of the optimization process. The execute part of the loop is implemented by performing the adjusting type of management functions provided by a middleware. For instance, when the system performance is considered to be unsatisfactory via monitoring and analyzing as described above. In Tomcat, the following adjusting functions can be executed: increase maxThreads, disable dnsLookUp, increase acceptCount, etc. These functions build up a collection of optimization actions from which appropriate functions can be selected to perform the “THEN adjusting middleware configurations” phase of the optimization process.

In the optimization loop, the plan part is used to select the appropriate adjusting functions and determines the execution frequencies of the selected functions. As there may be several performance metrics to be monitored and analyzed, and there are usually a collection of adjusting functions that can affect the performance, therefore, selecting appropriate adjusting functions is a challenge. The underlying problem with the selection issue is essentially a multi-objective optimization problem that is NP-hard [16]. Fortunately, there exist many algorithms and methods such as the Non-dominated Sorting Genetic Algorithm-II (NSGA-II) or Successive Pareto Optimization (SPO) method [16] that can seek optimal solutions to such a problem. To leverage these algorithms or methods in our approach, the key is to establish a quantitative functional relationship between an adjusting function and a performance metric. Our approach uses the contribution to the
improvement of a performance metric, brought by executing an adjusting function, as the quantitative relationship.

**Definition:** (Performance Improvement Contribution). PIC\((A_i, M_j, R_t)\) is the contribution to the improvement of the performance metric \(M_j\) brought by executing the adjusting function \(A_i\) under a given amount of resource allocation \(R_t\) at time \(t\).

The value of PIC is calculated as follows:

\[
PIC_{t+1}(A_i, M_j, R_{t+1}) = \left\{ \begin{array}{ll}
\alpha \times PIC(A_i, M_j, R_t)/\beta + \lambda \times (P_i(M_j) - P_t(M_j))/P_t(M_j) & (1) \\
\lambda \times PIC(A_i, M_{j_t}, R_{t+1}) & (2)
\end{array} \right.
\]

In the equations, \(P_t(M_j)\) is the value of the performance metric \(M_j\) at time \(t\); \(\alpha, \beta, \lambda\) are all regulators: \(\alpha + \beta = 1\), \(\alpha, \beta \in (0, 1)\), \(\lambda \in (0, 0.5)\). If \(A_i\) is executed at time \(t+1\), then \(PIC_{t+1}\) is calculated using equation 1, else using equation 2. Let’s use an example in Tomcat to illustrate how PIC is calculated. In this example, \(\alpha = \beta = \lambda = 0.5\); \(A_1\) is an adjusting function that increases \(\text{maxThreads}\) by 10; \(M_j\) is: \(\text{threadAlert} < 0\), where \(\text{threadAlert} = \text{threadBusy} - 0.85 \times \text{threadCount}\); and \(P(M_j)\) is the value of \(\text{threadAlert}\). Resource allocation remains unchanged at time \(t\) and \(t+1\). \(R_t\) and \(R_{t+1}\) are both: memory 265M and CPU 2.66GHz); At time \(t\), PIC is 0.64, \(P(M_j)\) is 4.8. At time \(t+1\), \(A_1\) is selected to execute, and \(P_{t+1}(M_j)\) is 2.4. Thus we use equation 1 to calculate the value of \(PIC_{t+1}\), which is 0.41.

Our approach calculates the PIC values after each iteration of the optimization loop. In the next iteration of the loop, it uses these values as the input to the algorithms or methods that are leveraged in the plan part to help select appropriate adjusting functions (i.e., in essence, to help address a specific multi-objective optimization problem). The output of these algorithms or methods will then be transformed to generate a sequence of ordered adjusting functions such as \(<A_1, 3>, <A_2, 2>, \ldots, <A_n, 1>\), which means in the execute part of the loop, the adjusting function \(A_i\) should be done three times, followed by executing \(A_i\) twice, and so on.

Our approach also provides a default algorithm to address the issue of selecting appropriate optimization functions. This algorithm is a simple implementation of AOF (Single Aggregate Objective) methods [16] that are often used to solve the multi-objective optimization problems. The basic idea is to combine all of the objective functions into a single functional form, called AOF. Our approach requires the system administrators to set a weight value for each performance metric. For instance, in Tomcat, assume that there exist two performance metrics: \(M_1\) and \(M_2\), \(M_1\) is \(\text{threadAlert} < 0\), where \(\text{threadAlert} = \text{threadBusy} - 0.85 \times \text{threadCount}\); and \(M_2\) is \(\text{errorAlert} < 0\), where \(\text{errorAlert} = \text{errorCount} - 0.3 \times \text{requestsCount}\). \(M_1\)'s weight is set to 3 and \(M_2\)'s weight is set to 1, which denotes that if \(M_1\) becomes false, the system performance at that time is usually worse than that when \(M_2\) becomes false. In the default algorithm, when a performance metric \(M\) is true, its value is set to 1, else 0. The AOF of the default algorithm is: \(\text{AOF} = \sum weight(M) \times value(M)\). We can see that \(\text{AOF}_{\text{max}}\) is \(\sum weight(M)\). If \(\text{AOF}_{\text{current}}\) is smaller than \(\text{AOF}_{\text{max}}\), the algorithm will select the adjusting function with maximum PIC value to be executed in the execute part of the optimization loop.

When the optimization loop becomes unfavorable (e.g., the system performance is still unimproved after executing the loop repeatedly for three times), our approach will inform the resource allocation loop to provide more resources to the system.

**B. The Resource Allocation Loop**

As described above, the resource allocation loop proposed in our approach is to allocate appropriate amount of resources to the VM that hosts the cloud application and its supporting middleware. The main tasks of the loop are: resource providing and reclaiming. Our approach uses two algorithms to perform these two tasks, which is presented in Table 1.

We can see from Table 1 that the resource providing algorithm first waits for the resource requests issued from the nested optimization loop (see Figure 3). If the credit assigned to the system is positive, the algorithm will ask for an appropriate amount of additional resources to be allocated to the system based on the credit. After that, the algorithm will check if the resource-provision just now can actually improve the system performance. If the performance is improved, it denotes that the resource-provision is effective, thus the credit is increased to prepare for the next round of resource-provision. Otherwise, it denotes that the resource-provision is ineffective, thus the algorithm will decrease the credit to prevent from allocating excessive resources to the system.

<table>
<thead>
<tr>
<th>TABLE 1. THE RESOURCE ALLOCATION ALGORITHMS</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Variables and Functions:</strong></td>
</tr>
<tr>
<td>- <strong>credit</strong>: an integer variable that determines the execution of the <strong>provideResources</strong> function.</td>
</tr>
<tr>
<td>- <strong>requestsArrived</strong>: a boolean variable that determines the execution of the <strong>reclaimResources</strong> function.</td>
</tr>
<tr>
<td>- <strong>wait4Requests()</strong>: wait until there are resource requests issued from the nested resource consumption optimization loop.</td>
</tr>
<tr>
<td>- <strong>wait4While()</strong>: wait for some time.</td>
</tr>
<tr>
<td>- <strong>checkPerformance()</strong>: check if the resource-provision just now can improve the system performance.</td>
</tr>
<tr>
<td>- <strong>provideResources(credit)</strong>: provide a specific amount of resources based on the credit (e.g., if credit is high, more resources will be provided).</td>
</tr>
<tr>
<td>- <strong>reclaimResources(credit)</strong>: reclaim a specific amount of resources based on the credit (e.g., if credit is high, less resource will be reclaimed).</td>
</tr>
</tbody>
</table>

**The Resource Providing Algorithm:**

```java
1 wait4Requests();
2 requestsArrived = true;
3 if (credit > 0) {
  4   provideResources(credit);
  5   boolean goodEffect = checkPerformance();
  6   if (goodEffect)
  7     credit++;
  8   else
  9     credit--;
10 }
```

**The Resource Reclaiming Algorithm:**

```java
1 while (true) {
  2   wait4While();
  3   if (!requestsArrived) {
  4     reclaimResources(credit);
  5     credit++;
  6   }
  7   requestsArrived = false;
  8 }
```

The resource reclaiming algorithm tries to reclaim resources from the system at regular intervals. It first checks if there are resource-provision requests arrived recently. If there has been a long time since the last request arrived, the algorithm will reclaim a specific amount of resources from the system based on the credit, and increase the credit to prepare for resource-provision in the future.
Our approach requires system administrators to specify which kinds of resources need to be allocated and the reference values of allocation-amount when executing the resource allocation loop. This requirement is necessary because only the administrators know in advance which resource may be important to the cloud application system, and the available amount of resources in the PaaS platform.

C. The Integration of the Two Control Loops

The optimization and allocation loops are integrated to run consecutively and repeatedly (see Figure 3). Given a cloud application, the optimization loop is executed repeatedly to improve resource utilization and performance until it becomes inefficient. It then requests the allocation loop to provide an appropriate amount of additional resources to the application. After that, the optimization loop is in charge of the resource management process again. If there has been a long time since the last resource-provision request arrived, the allocation loop will try to reclaim an appropriate amount of resources from the given application for conserving resources. The execution of these two loops is coordinated based on the performance of the application system, the available resources, and the SLA signed between the application owner and the PaaS provider. The goal of these two integrated loops is to guarantee on-demand provision of infrastructure resources in PaaS.

IV. THE SMARTROD FRAMEWORK

We implement a framework, SmartRod, to investigate the proposed approach. The middleware targeted in current SmartRod is java application servers such as Tomcat, JBoss, and JOnAS. The VMs supported in current SmartRod are Xen and VirtualBox. This framework contains two main modules: the RCO module and the RA module. RCO implements the resource consumption optimization loop of our approach, and RA implements the resource allocation loop.

As java application servers such as Tomcat, JBoss, and JOnAS provide management functions via JMX, thus the RCO module of SmartRod is designed to adjust these middleware's configurations for improving the system performance and resource utilization via JMX. SmartRod has provided a collection of abstract management functions that includes two types: monitoring and adjusting. These abstract functions can be mapped to the specific management functions of a middleware. For instance, in Tomcat, the management function of increasing threadpool is actually to increase the “maxThreads” attribute of the JMX MBean: “Catalina:type=ThreadPool,name=http-8080”; while in JBoss, such a function is to increase the “MaximumPoolSize” attribute of the JMX MBean: “JBoss.system:service=ThreadPool”. SmartRod provides a specific class with the name “cn.edu.pku.rod.middleware.cmd.IncreaseThreadPool” to eliminate the differences. System administrators only have to specify the class name, some parameters such as the amount of threads to be increased, and the mapping attribute (e.g., Tomcat), the SmartRod framework will automatically execute the corresponding management functions of the mapped middleware (see Figure 5). Thus this module can adapt to different middleware and applications, and unify optimization solutions. Additionally, to make SmartRod extensible, it also allows users to specify their own management functions and middleware mappings to be used in SmartRod.

Similarly, the RA module of SmartRod uses the same abstraction and mapping principles described above to handle resource allocation to different kinds of VMs.

To leverage SmartRod, users (e.g., system administrators) only have to modify three configuration files: Middleware.xml, VM.xml, and Rod.xml. The Middleware.xml contains the mapping and connection information of the targeted middleware (see Figure 4). Similarly, the VM.xml contains the mapping and connection information of the targeted VM and VMM (Virtual Machine Monitor or hypervisor). The Rod.xml contains four parts: (1) “Monitors”, which specifies the information to be collected from the targeted middleware and VM; (2) “Targets”, which combines these “Monitors” to form performance metrics to be measured for determining the execution of the RCO and RA modules of SmartRod (see Figure 6); (3) “MwConf”, which identifies the adjusting functions to be executed in the RCO module for improving the system performance under a given amount of resources (i.e., improving the resource utilization); (4) “VmConf”, which identifies the kinds of resources to be allocated to the corresponding VM, and the reference values of allocation-amount when the RA module is running.

To ease the process of configuring these three files, SmartRod also provides a GUI application as an Eclipse plugin. Users can use this plugin to input the parameters for the configuration files, control SmartRod, and monitor the effects.

V. EVALUATION AND DISCUSSION

The current version of SmartRod is a research prototype under active development. We have done a simulation experiment to test its effectiveness of automatic on-demand infrastructure resource management in PaaS. The application used in the experiment is the benchmark presented in Section II. We use Tomcat as the middleware container of this application, and use LoadRunner as the test driver. Tomcat and the benchmark are running on a Xen VM, and LoadRunner is running on another Xen VM. The OS of both VMs is Ubuntu 9.10 server edition. The hardware configurations of the
physical machines holding these VMs are CPU: Intel® Core™ Duo 2.66GHZ and Memory: 4GB.

We want to compare the performance and resource consumption of the benchmark application controlled by SmartRod with the counterparts of the old tests, which we have done in Section II. We chose Test 4 in the old tests as the object of comparison because the benchmark showed best performance in Test 4 compared to the other old tests (see Section II). We changed the name of Test 4 to “Without SmartRod” in the experiment to distinguish it from the new “With SmartRod” test. The following shows these two tests:

- **Without SmartRod** (i.e., the Test 4 in Section II): allocate 384M memory to the VM hosting the benchmark; and set maxThreads of Tomcat to be 150.
- **With SmartRod**: use SmartRod to control the resource consumption and allocation of the system. The RCO module of SmartRod runs on the VM (i.e., DomU in Xen [22]) that hosts the application and Tomcat. The RA module of SmartRod runs on the physical machine (i.e., VMM layer/Dom0 in Xen [22]) hosting the VM. The performance metric is threadAlert = threadBusy – 0.85 × threadCount (see Figure 6). The adjusting function to be executed in Tomcat is increasing threadpool by 10 each time (see Figure 4). The resources to provide and reclaim on the fly is 32M memory each time. The initial maxThreads is 75 and the initial memory allocated is 256M. Other resource-allocations in this test are the same as those in the “Without SmartRod” test.

In the above two tests, workloads generated by LoadRunner are the same: 300 Vusers, which increases from 0 to 300 with the rate of starting 20 Vusers every 10 seconds. Each Vuser is expected to perform a specific transaction of the benchmark application 10 times, and all the Vusers are scheduled to run 5 minutes. The testing results are presented in Figure 7, 8, and 9.

Figure 7 and 8 show that the system performance in “With SmartRod” is generally better than that in “Without SmartRod”. The average throughput of the “With SmartRod” test is 3745KB/s, while “Without SmartRod” is 3568KB/s. In the “With SmartRod” test, the average response time and the 90% response time are 19.27s and 29.66s respectively, while in “Without SmartRod” test, these values are 20.32s and 30.35s respectively. These results further prove that “With SmartRod” performs better than “Without SmartRod”.

Figure 9 shows that the memory consumption in “With SmartRod” (min: 256M; max: 384M; avg.: 340.18M; and ends in 352M) is generally less than that in “Without SmartRod”, which is 384M. The former’s threadpool size (min: 75; max: 335; avg.: 275; and ends in 335) is larger than the latter’s (i.e., 150). The results tell that SmartRod indeed tries to exploit the system’s capability of optimizing resource utilization for managing infrastructure resources on-demand. Additionally, what should be noted is that, in Figure 9, the threadpool size and the memory allocated are not always on the increase. It shows that (1) a system has performance bottlenecks. When the workload is above certain threshold and the resources allocated exceed certain amounts, the system performance can hardly be improved no matter how many additional resources are newly allocated or how the system is optimized; (2) SmartRod can automatically stop allocating additional resources to a system and/or stop optimizing configurations when the system experiences performance bottlenecks; (3) the cost of SmartRod is acceptable. It can be controlled due to that the thresholds of performance metrics (see Figure 6) and the resource allocation intervals/amounts (see Table 1) set in SmartRod are adjustable, and SmartRod will automatically stop working when (2) occurs.

There are also some defects existing in the current version of SmartRod. For instance, the threadpool size can be increased by SmartRod when the workload increases, but it cannot be decreased correspondingly when the workload decreases. There is no need to maintain a large threadpool when workload is relatively low. The next release of SmartRod will address this problem by specifying or automatically inferring adjusting functions such as decreasing threadpool size as compensations, so that to enhance on-demand infrastructure resource management to be much more timely and adaptively.

VI. RELATED WORK

Managing infrastructure resources on-demand is critical to PaaS. Zhang et al. [3] [4] has proposed a Cloud Computing Open Architecture called CCOA. There are at least two modules in CCOA that are closely related to the on-demand infrastructure resource management. They are: “Cloud IT Infrastructure Management” and “Cloud Quality and Governance”. These two modules work together to provide adequate infrastructure resources to the cloud users and govern the operations of the cloud service offerings according to a set of quality indicators and normative guidance. In addition, on-demand infrastructure resource management has been thought
as an enabler for the elastic nature of Cloud Computing and the way to the green revolution [10].

As described in previous sections, one basic way of on-demand infrastructure resource management in a PaaS platform is called resource consumption optimization. Several work focus on this way for improving system performance under a given amount of resources. For instance, Yang et al. [11] propose a profile-based approach to developing just-in-time scalability for cloud applications. In this approach, expert’s knowledge of scaling application servers is captured as profiles. Guided by profiles, profile driver automates the scaling of applications (e.g., components constituting an application increases or decreases) to ensure performance and improve resource utilization. Jordan et al. [12] extends a JEE server (the JEE Reference Implementation) with a module called RM for managing resources flexibly in fine-grained inside the server, and provides a set of API to operate this module. Its goal is to control the resource usage and allocation among the applications hosted in the server. These approaches usually have to modify a system for improving its performance and resource utilization, while our approach uses the management functions provided by the corresponding middleware layers of PaaS for optimizing, thus leaves the application system intact.

The other basic way of on-demand infrastructure resource management is called resource allocation management. The goal is to provide adequate resources to a cloud system to satisfy its special requirements or guarantee its performance. In [8], OpenNebula is used as an engine for on-demand resource provision. It lies between Guest OS (i.e. VM) and hypervisor (i.e. VMM) for transforming a distributed physical infrastructure into a flexible and elastic virtual infrastructure, which adapts to the changing demands of the VM workloads. In [13], the Sulcata resource management system is implemented for online virtual cluster provision. Sulcata uses a resource mapping strategy called “Load Aware Mapping” to reduce deploying overhead and balance resource utilization. In [14], a utility based approach combines the “local decision module” and the “global decision module” to determine VM resource-adjusting or migration. In [15], a two-level agent architecture is proposed. When a VM node is overload, the local agent will try to allocate more resources to it from the resources possessed by the corresponding physical node. When the physical node is also overload, one of its VM will be migrated to another underloaded physical node by the global agent, thus to guarantee sufficient resource provision. The above approaches determine resource provision mainly based on monitoring VM workloads (i.e., CPU or memory utilization). Our approach predicts the system performance by leveraging the management functions provided by the middleware layers. If the performance is considered to be unsatisfactory, our approach will first try to optimize the system configurations before allocating additional resources.

VII. CONCLUSION AND FUTURE WORK

PaaS provides a cloud platform to enable service delivering in terms of scalable infrastructures, middleware, and even development environment [3], which facilitates the building and deploying of cloud applications. On-demand resource management is critical to PaaS due to the fact that there are thousands of cloud applications sharing and competing for infrastructure resources. Additionally, managing infrastructure resources on-demand is the key to the success of the pay-as-you-go nature of cloud service offerings, and the enabler for the elastic nature of Cloud Computing. In this paper, we have proposed an integrated control loop-based approach to managing infrastructure resources in PaaS. Two adaptive control loops are leveraged in our approach: (1) the resource consumption optimization loop, which improves the resource utilization and performance of a cloud application via management functions provided by the middleware layers of PaaS; and (2) the resource allocation loop, which provides or reclaims appropriate amounts of resources to/from the corresponding VM while guaranteeing the system performance. The two loops are integrated to run consecutively and repeatedly to provide infrastructure resources on-demand by first trying to improve resource utilization, and then allocating more resources when necessary. We implemented the SmartRod framework to investigate our approach, and the simulation experiment proved its effectiveness. Future work on SmartRod includes improving it to adapt to more middleware and VM types. We also plan to extend the optimization loop from middleware layers to OSes, and extend the allocation loop to include VM migration if necessary.
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